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iation records can be classified as stationary and non-stationary. And then among these
vertical wind velocity records, ten most stationary and ten most non-stationary records
are chosen as two contrast groups for further analysis. Multi-scale entropy (MSE for short)
analysis has been applied to quantify the increments of these two groups of wind-velocity

Igﬁ words: records with different time lags. And marked differences are detected between non-sta-
MSE tionary and stationary series, the entropy for the increments of stationary vertical wind
Non-stationary records is larger than that of non-stationary ones when the time lags are smaller. So over
Eddy organization certain range with small values of scale factor, the MSE can be taken as an indicator to

quantify the different levels of eddy organization between the stationary turbulent vertical
wind records and those non-stationary ones.
© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The atmospheric boundary layer is inherently non-stationary, turbulence time series collected in the atmospheric surface
layer over land may often be non-stationary. It has been found that a stationarity test shows that about 40% of the turbulent
heat fluxes at Summit, Greenland are classified as non-stationary. Three main factors are explored to account for the large
fraction of non-stationary runs: (1) intermittency of turbulence in stable conditions, (2) changes in net all-wave radiation in
response to cloud forcing, and (3) diurnal trends in stability [12].

The related concepts of stationarity and the existence and values of integral time scales are central to the ability of ana-
lyzing micrometeorological data within the framework of Monin-Obukhov similarity theory and other classical analysis.
However, issues related to non-stationarity are not well understood and have only recently received more attention (e.g.
Gluhovsky and Agee [15]; Dias et al. [13]; Mahrt [24,25]). We know little about how to handle or even to judge non-stationa-
rity that we cannot make progress in determining its consequences without a better way to characterize it.

Usually, the non-stationarity is closely linked to the coexistence of eddies of various scales, especially the coherent
structures, in the turbulent flow. In studies of atmospheric turbulence, coherent structures are used to denote the distinct
large-scale fluctuation patterns regularly observed in a given turbulent flow [31]. In the Ref. [1], the authors found that
the preferred regime produces both first-order and second-order non-stationarity, which manifests a change in the series
mean and in the variance for a segment of time series, is for the mean to increase while the variance simultaneously de-
creases. Such behavior is taken as evidence of coherent structures, often seen as ramps [2]. The ramp patterns in scalar traces
such as temperature and vapor have been reported both in the unstably stratified surface layer and in the stably stratified
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surface layer, observations reveal the distinctive features of ramp structure in the turbulence records and surrounding the
ramp are the regions of relatively quiescent fluctuations. Therefore, the issue of non-stationarity is also closely related to
studies describing the occurrences of intermittent turbulence [14,24], where intermittency is characterized by brief episodes
of turbulence with intervening periods of relatively weak or small fluctuations of motion. In order to explain the turbulence
intermittency, the synchro-cascade pattern theory [34] proposed that eddies of various sizes coexist and interweave with
each other in each step of the cascade in the space occupied by the fluid, and their nonlinear interaction with each other
strengthens or weakens their amplitudes. Thereby the interaction between eddies of various sizes causes strong fluctuations
in amplitude with different scales, and then forms intermittency in the fluid turbulence. So the degree of organization of
complex eddy motions of various scales is really crucial to the non-stationarity of fluid turbulence.

In this paper, we will seek to quantify the different degrees of organization of complex eddy motions using nonlinear
dynamics method to contrast the non-stationarity effect in the vertical wind velocity (w) time series collected in the atmo-
spheric surface layer (ASL). The wind in the atmospheric boundary layer is known to be distinctively turbulent and non-sta-
tionary. As a consequence the wind velocity varies rather randomly on many different time scales. In order to capture their
multi-scale features, we will adopt the multi-scale entropy to quantify the differences resulted from the different degrees of
organization of complex eddy motions, i.e. the non-stationarity effect.

The rest of the paper is organized as follows. In Section 2, we will make a short introduction of the analysis methods and
the data sets we used. Results for relationship between Shannon entropy distribution and increments of different scales for
stationary and non-stationary turbulent vertical wind-velocity series are provided in Section 3. In Section 4, we make some
discussion and the conclusions are summarized.

2. Data and methodology
2.1. Data

In this paper, atmospheric boundary-layer turbulence records collected during the experiment in Huaihe River Basin (HU-
BEX) between June 5 and June 22 in 1998 are used in the analysis. Huaihe River basin is situated between Yangtz River and
Yellow River with a total area of 270,000 km?. It represents the typical climate condition in the East Asia monsoon region,
and effects of human activity are relatively slight. The observation site was in the yard of the Shouxian Meteorological Obser-
vatory in Anhui province, People’s Republic of China and is located on the western edge of a large rice field. The yard was
about 200 m long in the north-south direction. The measurement height was set as 4 m above ground, a three-dimensional
sonic anemometer (SAT- 211/3 K, sample rate 20 Hz, sound path 0.15 m) was used to measure wind velocity components
and temperature, and each hour sampling will be taken as one record (detailed information can be found in the references
[9,10]). And this data set has been applied to analyze the characteristics of turbulence in the atmospheric boundary-layer,
and nonlinear features have been derived [9,10,20,28]. Typical parts of records can be found in the Fig. 1, where stationary
and non-stationary, original or normalized (subtracting mean value and divided by standard deviation) records show the dif-
ferent features, especially there are dominant larger scale structures in the non-stationary record, see Fig. 1(b).

2.2. Identify the non-stationarity in turbulence series and space time index (STI) method

First of all, we need the stationary and non-stationary records to contrast the effect of non-stationarity on the features of
turbulence series. However, the meteorological community has no consensus definition of what non-stationarity is and thus
no consensus method for how to identify it [1]. Many methodologies have been applied to test the records’ stationarity, such
as the Run Test (RUT) and the Reverse Arrangement Test (RAT), whose details can be found in Bendat and Piersol [4, pp. 94—
99]. Both tests are nonparametric and able to detect trends, but less so to detect non-stationary behavior of the kind, for
example, of a sine fluctuation [15]. The RAT, a more powerful test for detecting trends than RUT according to Bendat and
Piersol, its test rationale is the same as for the RUT, but they often disagree in detecting non-stationarity [13]. An examina-
tion of the accuracy of the RUT, RAT and modified RAT for assessing stationarity of signals finds that both the stationary and
non-stationary signals were tested for stationarity using the RUT, RAT and modified RAT, and each of the three stationarity
tests demonstrated at least one form of inaccuracy in examining the stationarity of the test signals. These findings may re-
flect the fact that these tests were designed to determine whether or not a signal is random, and to identify drift or the pres-
ence of a trend (s) in data, rather than examine signal stationarity exclusively. Thus, RUT, RAT and modified RAT may not be
appropriate for assessing stationarity considered signals [3]. So in this paper, we will use space time-index (STI) method to
identify whether a record is stationary or non-stationary, since it has been shown that STI method can determine a record
whether stationary or not accurately [19]. STI was first proposed by Yu et al. in 1998 [32]. In 1999, this method was modified
in Ref. [33]. In this study, we choose the modified STI as our detection methods to classify the records of turbulent vertical
wind velocity in the atmospheric boundary-layer. Here we will make a brief introduction of this method. Suppose we have
an observed time series of length N, with equidistant time interval. First of all, normalize the data into a range (0,1) to gen-
erate a new series F: {s;li=1,2,...,N}. Then, the series is divided into two segments A and B with the same length,
A:{sli=1,2,...,N/2} and B: {s;Ji=N/2+1,N/2 +2,...,N}. Secondly, embed F,A and B into an m-dimensional phase
space using delay coordinates with a delay time #, and create state vectors F",A™ and B™.
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Fig. 1. Parts of stationary (up) and non-stationary (bottom) wind series, (a) is for original series and (b) is for normalized series.

A™ (X = [8i,Sipns - Sicamon] [T=1,2,... Na}

B™: {y; = [Sisns2, Sienj2rms - - - esi+N/2+(m—1)rJT‘i =1,2,...,Ng}

F™: {zi = [S5,Sitns- - > Sivm 1) [i=1,2,..., Ng}
where # is delay time, the superscript T denotes transpose of a vector and Ny = Ng =N/2 — (m —1),Ng =N — (m — 1)n.
Thirdly, define the time-index D between two points x; and x; (i # j) as

D=Tx)—-Tx)=j—1, ifj>i

D=N-T(x)+Tx)=N—j+i ifj<i

where T(x;) = i stands for the time location i of the point x; along the trajectory. For a reference point x; in set F", we can find
all its near neighbors within a given space distance ¢, ||x; — x;|| < &. Calculate all time indices between x; and x;, accumulate
the population N,(D) for each time-index D,Ns(D) — N¢(D) + 1, and repeat the procedure for all reference points x;, then we
can get the auto-time index populations N(D). Similarly, we can get the other two auto-time index populations
N*(D), N¥(D) and two cross-time index populations N*#(D), N (D). At last, bin the five populations into K + 1 intervals be-
tween the minimum and maximum time-index, and create normalized distribution functions, pf (¢), p*(0), pB8(0), p*8(¢) and
PPA(0), respectively.

P =3, 1)

where { € (0,K) is the normalized time-index, N; = Y ,N,(D). The time series is considered to be stationary if and only if
PI(0) = p(¢) (the superscripts i and ii represent any two of the five distribution functions) and all distribution functions
p({) are constant, independent of {. Otherwise, the time series is considered to be non-stationary. The typical results can
be found in the Fig. 2(a), where all distribution functions p({) are constant, independent of { for stationary records; whereas
all distribution functions p(¢) for non-stationary record are not constant, see Fig. 2(b). Generally, we use y? test to examine
these two conditions. For more details, please refer to Refs. [32,33].

Based the above results, from all observational records, we can select 20 records by the STI method, ten of them are the
most non-stationary and the other ten are the most stationary. Some statistics, such as dates and times of measured records;
mean values of the vertical velocity u; the variance of w, 62,; the mean temperature T and other variables were calculated
and listed in the Table 1. These variables include the friction velocity u,,
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Fig. 2. Distributions of the normalized distribution functions pff (¢), p™ (), p®8 (), p**(¢) and p®4(() of proxy time series, (a) is the results of stationary series
generated by Henon map; (b) is the results of non-stationary series generated by Baker's map.

Table 1
Values and mean values of measured variables for the selected 20 samples.
Date and time STI Zm/L (ms) u, (ms1) 02,(m?s2) H(Wm™?%) T(°C)
06-11 02:00 ST 1.39 1.33 0.05 0.01 —4.35 23.65
06-11 05:00 ST 0.13 2.50 0.18 0.07 -18.03 23.68
06-11 06:00 ST 0.04 3.09 0.18 0.10 -5.79 23.88
06-11 20:00 ST 0.18 2.06 0.13 0.04 -9.85 28.92
06-11 07:00 ST -0.04 3.19 0.22 0.10 12.05 24.23
06-11 11:00 ST -0.44 3.89 0.25 0.16 163.19 27.74
06-11 13:00 ST -2.07 8.29 0.15 0.19 193.21 29.87
06-11 17:00 ST -0.04 6.75 0.23 0.09 12.85 30.85
06-12 11:00 ST -0.21 233 0.16 0.07 22.02 26.24
06-12 17:00 ST —0.02 -1.52 0.35 0.36 25.30 24.65
06-09 23:00 NON 2.50 0.48 0.02 0.002 —0.62 23.83
06-10 04:00 NON 3.44 0.17 0.02 0.002 —0.51 22.68
06-15 01:00 NON 0.16 1.24 0.10 0.02 —4.07 24.52
06-15 20:00 NON 14.79 —0.05 0.01 0.004 —0.36 30.18
06-17 23:00 NON 0.30 0.93 0.08 0.016 —4.01 27.88
06-10 22:00 NON 2.94 0.69 0.03 0.003 -1.81 24.87
06-13 17:00 NON 2.37 -0.33 0.01 0.001 -0.15 22.49
06-10 07:00 NON -1.89 0.40 0.03 0.005 1.62 23.21
06-14 02:00 NON -3.52 0.26 0.01 0.001 0.01 21.78
06-14 16:00 NON —0.48 2.66 0.17 0.09 58.46 28.66
— —.1/4
u, = [ww? + vw?", 2)
the Obukhov length
-
w’T
[=-—= 3)
KgwT
and the sensible heat flux,
H = gc,wT, (4)

where X and x/ symbolize the time averaging and deviation from the mean of a measured variable x,u and v are the longi-
tudinal and transversal wind velocity, respectively, T is atmospheric temperature, k(= 0.4) is the von Karman constant, g is
the acceleration due to gravity, ¢ is the density of air, and c, is the specific heat capacity of air. Atmospheric stability is de-
noted by ¢ = z/L, and usually —0.02 < ¢ < 0.02 means neutral stratification, —0.02 > ¢ unstable stratification and ¢ > 0.02

stable stratification.

The two kinds of records can be classified as two groups, stationary (STI labels as ST in Table 1) and non-stationary (STI
labels NON in Table 1). Before using these two kinds of records to further analyze the different behaviors between non-
stationary and stationary vertical wind velocity in atmospheric boundary-layer, we first make power spectrum analysis
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Fig. 3. Power spectrum analysis of the stationary and non-stationary wind velocity series (vertical shift has been taken for clarity). The solid black straight
lines represent the behavior over certain ranges, the numbers denotes the slope of the solid lines.

on them by Fast Fourier Transform (FFT) method. The results are shown in Fig. 3. Just as the usual horizontal scaling analysis
on the wind velocity in the boundary layer, there are two dominant scaling ranges in the power spectrum of vertical velocity
series, both stationary and non-stationary. Over the higher frequency range, the slope of the power spectrum is close to the
classical Kolmogorov scaling exponent — 2, this has been reported in the earlier literature [17,27]. Over lower frequency
range, the slope of the power spectrum is close to scaling exponent —1, which has also been found in the wall-bounded tur-
bulence studies [17]. Although coherent structures or large-scale motions interacting with inertial size eddies weakens uni-
versal signature of f~! scaling behavior over lower frequency range, we can not find the quantitative difference from power
spectrum of vertical velocity series between stationary and non-stationary series. Another feature in the power spectrum
analysis of vertical wind velocity series is that the Bolgiano-Obukhov scaling behavior with exponent — 1 [6], which has been
found both in the vertical scaling studies [18,22] and thermal convection turbulence [5,26], is not found over a dominant
range.

2.3. Quantifying the effect of the non-stationarity and multi-scale entropy (MSE) analysis

Nonlinear time series analysis has been used by Wesson et al. [29] to quantify the organization of atmospheric turbulent
eddy motion, one of nonlinear dynamics methods sensitive to distinct measures of organization of a given time series is
Shannon or information entropy [30], which is defined as

Is == _p;logp; (5)

pi(i=1,2,...M) is a discrete probability distribution. For further calculations, we will use the normalized Shannon entropy,
Sy = Is/In(M) where M is bin number. Sy is guaranteed to be between 0 and 1, and this normalization ensures that entropy
differences attributed to different sampling lengths and duration are minimized [29]. Using this definition of the Shannon
entropy provides a technique that gives information about the order or disorder of the flow. For example, when flow is dom-
inated by organized structures with a certain scale and then most of the energy of the spectrum resides at a peaked, small
wave-number band. This will produce a very small Shannon entropy value. If the organization of the flow decreases, the en-
ergy shifts to smaller scales and the shape of the spectrum becomes less peaked and more flattened. In this case, the com-
plexity of the flow increases and the Shannon entropy, correspondingly, becomes larger. The largest possible value of the
Shannon entropy is obtained when the signal becomes characterized by a flat, white noise spectrum. Wesson’s study con-
cluded that the more intense the organization of the flow, the lower the value of the Shannon entropy. Eddies in the atmo-
spheric turbulent motion are usually multi-scaled, so only Shannon entropy calculated from the original record can’t fully
quantify the multi-scale features. Here in this study, we will consider the velocity increment with different time lags used
in structure function analysis to quantify the attributes from multi-scale eddies. The velocity increment reads

ovF = v(i+ 1) — v(i), (6)

where 7 is the time lag. Next, we calculate the normalized Shannon entropy for each normalized velocity increment with
different time lags, and call it multi-scale entropy (MSE). In this study, we apply this method to quantify different properties
between stationary and non-stationary turbulent vertical wind velocity records.

3. Results and analysis of turbulent vertical wind velocity
3.1. Non-stationary characteristics

First of all, we can see the obvious difference between the stationary and non-stationary turbulent vertical wind velocity
records from the observational series directly, see Fig. 4, where both the original records and their increment records with
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different scale factors, where scale factor h defined as T = 2", h = 0,1, 2, ..., 10, have been presented. For the original records,
compared to stationary wind velocity variations, there are more dominant large scale structures in the non-stationary ones.
These kinds of large scale eddies can also be found in their increment records with large or small scale factors, for example,
when h =1 or h = 5, there are more clusterings of larger amplitude events in the non-stationary increment variations than
stationary ones. When the scale factor arrive at h = 10, the dominant large scale structures recover in the non-stationary
increment variations. All these results indicate that there are different levels of organizations of eddy motion between sta-
tionary and non-stationary vertical wind variations.

In fact, this kind of difference between stationary and non-stationary vertical wind variations can also be found in their
probability distributions, see Fig. 5. It is obvious that the probability distribution function (PDF) for wind velocity variations
and their increment fluctuations is marked different between stationary and non-stationary records. The PDFs of stationary
wind variations and their increment fluctuations with larger scale factors, such as h = 10, are close to Gaussian distributions,
which are those found in the homogeneous, isotropic and stationary turbulent laboratory flows. For the non-stationary wind
velocity increment fluctuations, however, PDFs differ from above PDFs. With the scale factors decrease, PDFs of increments
are characterized by marked fat tails [11,16,21] and/or a peak around the mean value. They are much more intermittent and
do not approach a Gaussian distribution even for very large scales. Large increment values in the tails directly correspond to
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an increased probability to observe large and very large events. These marked difference has been found by Boettcher’s group
[7,8] and they thought that these marked intermittency of probability density functions of velocity increments can be under-
stood as a superposition of different subsets of isotropic turbulence caused by non-stationarity of atmospheric winds [7].

3.2. Multi-scale entropy analysis

Next, we will quantify the differences between stationary and non-stationary velocity increments by the MSE. The above
differences between stationary and non-stationary velocity increments from the observational records and PDFs are more
descriptive or qualitative, in order to deeply understand their differences, we need the quantitative results. The Shannon en-
tropy can quantify these differences, and it has been applied by Wesson [29] to quantify key attributes about the degree of
organization of complex eddy motion in the atmospheric surface layer (ASL) and the canopy sublayer (CSL). They found that
the vertical velocity in the CSL is more organized than in the ASL, which indicates that the organized eddies must be orig-
inating from a flow instability whose signature remains persistent, such as a mixing layer in the CSL. Their findings are inter-
esting, however, there are still more problems unsolved, such as mixing layers are known to have a long memory in the sense
that the instability mode remains the energetic mode as more eddy sizes are produced and dissipated. How these eddies of
different sizes interact each other? And what is difference from that the mode of instability originating from interactions
between the surface and the fluid is rapidly distorted by an entire population of new eddies? Especially the interactions be-
tween eddies of different scales from different mechanisms should be quantified. We will address this issue by using MSE,
since it can be used to quantify the interactions between eddies of different scales.

The MSE is applied to the two contrast groups of selected stationary and non-stationary vertical wind velocity records and
the results are shown in the Fig. 6. First of all, we can see that on the same scale factor, the normalized Shannon entropies of
stationary wind increments are all larger than that of non-stationary ones, this indicates that the eddies are more organized
in the non-stationary than in the stationary conditions. Secondly, with the scale decreasing, the normalized Shannon entro-
pies are all dropping quickly for both stationary and non-stationary wind increments. This is corresponding to the consid-
erably deviation from the Gaussian distribution on the small scales found on the Fig.5. Also this low normalized Shannon
entropies can be caused by long-term memory in the original records, the stronger persistent correlation and the lower val-
ues of the normalized Shannon entropies [35]. Thirdly, the scale on which instability mode remains the energetic mode in
the stationary winds are much smaller than in the non-stationary flows. The normalized Shannon entropy for stationary
winds will reach its saturation level on the much smaller scale, such as h = 6, but for non-stationary winds, the normalized
Shannon entropy still doesn’t arrive at its saturation level even when h = 10.

These larger scale structures and persistent correlations will be lost when the whole original records are randomly shuf-
fled [23], where this transformation preserves the amplitude distribution of the original records, but eliminates any autocor-
relation (equivalently, changes the power spectrum to a white noise spectrum). The corresponding normalized Shannon
entropies for both stationary and non-stationary wind increments are nearly the same on each scale and reach their satu-
ration level, see Fig. 6. At the same time, we can see that the saturated normalized Shannon entropies are a bit smaller than
those of white noise process (equal to 1) on each scale. This is caused by the slight deviation from the Gaussian white noise
process for the atmospheric turbulent wind variations, especially for the large fluctuations on small scales.
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4. Conclusion and discussion

The wind in the atmospheric boundary layer is known to be distinctively turbulent and non-stationary. As a consequence,
the wind velocity varies rather randomly on many different time scales. One of the most striking features is the PDFs of the
observed atmospheric increment show robust (stretched) exponential tails that decay faster than a power-law and slower
than a Gaussian distribution [7,8,11,16,21]. Nevertheless, for most technical and meteorological problems fluctuations as
well as fluctuation differences are assumed to obey Gaussian statistics, and this will cause confusion on understanding
the atmospheric turbulence. In this paper we focus on the scale dependent statistics of atmospheric wind increments and
contrast the features between stationary and non-stationary wind increments. First of all, based on the dynamical detection
method, STI, we selected 10 extreme stationary and 10 extreme non-stationary records to construct two contrast samples.
From them, we can found the descriptive difference between two groups directly from the observational records, and there
are more large scale structures and large fluctuations on the small scales in the non-stationary wind variations. This will lead
to a transition from Gaussian distributions to intermittent (heavy-tailed) ones as scale decreases. At the same time, we may
think the non-stationary wind variations are resulted from the organization level of eddy with different scales. And we use
MSE to learn the links between these eddy structures and quantitatively measure the organization level of eddies with dif-
ferent scales for the stationary and non-stationary wind variations. It is found that the eddies are also more organized in the
non-stationary wind variations. It is worth mentioning that the normalized Shannon entropy values of original series are
similar between stationary and non-stationary winds. But the MSE difference is significant between the velocity increment
variations, over certain ranges with small values of scale factor. Different coherent structures with different scales and their
interactions result in these differences, since there are different coherent structures with different scales in the stationary
turbulent vertical wind velocity records from those non-stationary ones.

The cause leading to the different normalized Shannon entropy values of the vertical velocity increment variations be-
tween stationary and non-stationary winds is complicated, and it may not stem from a sole mechanism. From the Table 1,
it can found that there are 3 from 10 samples are under stable stratification, 4 from 10 samples are under near-neutral strat-
ification and 3 from 10 samples are under unstable stratification for stationary case but there 3 from 10 samples are under
unstable stratification and 7 from 10 samples are under stable stratification for the non-stationary case. This may indicate
that the stratification is not the only major factor determining the value of the normalized Shannon entropy as suggested in
Ref. [29], there are still other factors which can contribute to the measured records’ non-stationarity, such as changes in radi-
ation [12], gravity waves [25] and so on.
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